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Abstract
Architectural design could be defined as a process in which the information 

about various aspects of a design object is produced at different stages, then shared 
between relevant stakeholders. For the early stages of the architectural design, in 
order to carry out an efficient and productive design process, and create compre-
hensive solutions to design problems, novel digital tools have to be developed. 
Digital become omnipresent in the contemporary architectural practice. Even 
though very complex design ideas could not be realized without the help of the 
Computer-aided Design (CAD) tools, some may argue that the idea generation 
is hindered by the employment of them during the early phases. With the idea of 
containing the essence of analogue tools, we propose an Augmented Reality (AR) 
application for architects to explore 3D mass geometries in a similar immediacy 
and ease of designing with a pen-paper. In this paper, we present and discus the 
validity of two chosen usability scales System Usability Scale (SUS) and Handheld 
Augmented Reality Usability Scale (HARUS) measuring comprehensibility of the 
developed AR application (MimAR). The results of the preliminary study shows 
that the chosen measurement methods provide a similar tendency of scores. The 
findings of this study suggests that the comprehensibility of the MimAR appli-
cation still needs improvement, and yet the usability of the application could be 
considered above the acceptable threshold.
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1. Introduction
Early phases of the architectural de-

sign process, also called the concep-
tual design phase, is the foundation of 
any building design. Even though, data 
generated during this phase is not more 
precise and comprehensive than the 
data required to manufacture / build the 
design artefact at the end, most of the 
major decisions are made in the early 
phase. Nowadays architectural design 
projects that are complicated and big in 
scale could be completed in a short time 
by several design teams collaboratively 
working together without being limited 
to space or time. This new type of work-
flow has become essential to be able to 
work in the architectural practice in the 
digital era. Apparently, using analogue 
architectural tools and methods have 
already been outweighed by the ben-
efits of using Computer Aided Design 
(CAD) tools and methods in terms of 
data storage, simulation, precision, time, 
and effort. Thus, digital become omni-
present in the contemporary architec-
tural practice giving designers new ways 
to think, collaborate, design, build and 
fabricate. Evidently, digital tools have 
continued to be an essential part of the 
design practice over the years, and their 
influence on both theory and practice is 
going to increase in the coming years. 
Naturally, being proficient in using at 
least one CAD tool as well as being fa-
miliar with additional rendering and 
image-video editing programs became 
a requirement for a new graduate. 

As a continuing process, to harness 
the potential and fully benefit from the 
recent advancements of digital era, and 
enhance the architects’ ability to develop 
artefacts, new digital modes of design 
need to be defined. Based on lessons 
learned from previous studies, there is 
a consensus on the inherent character-
istics of the analogue design tools such 
as speed of articulation, ambiguity and 
familiarity that make them preferable in 
the conceptual design phase. Any pro-
posed new tool for the conceptual phase 
should at least have a combination of 
those characteristics. With this moti-
vation, the very promising and rapidly 
growing field of advanced digital tech-
nologies is investigated to propose a 
new digital design mode for enhanc-
ing, in a way “augmenting”, common 

working environment of the concep-
tual designer, we named the proposed 
system as MimAR.  MimAR is an Aug-
mented Reality (AR) application where 
designers overlay the virtual design ar-
tefact on the site plan to study 3D mass 
geometry of a building in easy and fast 
manner. The development of the Mi-
mAR and the results of the pilot study 
with the participation of expert and 
novice designers are presented in this 
paper. In order to find a suitable meth-
od for evaluating the usability of the 
MimAR and gain the necessary insight 
into the various methods for assessing 
the computer/digital applications, the 
field of Human Computer Interaction 
(HCI) is reviewed. 

The main contribution of the paper 
is to define and adapt a reliable evalua-
tion method to be used in the develop-
ment process of AR applications. The 
findings of this research can be used to 
measure the usability of a system and 
make necessary revisions to AR appli-
cations in order to increase their com-
prehensibility and efficiency.

2.  Views on analogue vs digital tools 
and methods in design  

Defining design activity as a prob-
lem-solving strategy and understand-
ing the employment of different design 
environments and their impact both on 
designer’s cognitive processes and on 
design artefact are well studied (Cross, 
2011; Kalay, 2006; Simon, 1995; Simon, 
1996). Design process described as the 
evolution of design ideas (Goel, 1995) 
and during the course of design process, 
several representation methods express-
ing the design idea as well as containing 
the information for building and manu-
facturing of the design artefacts are used 
(Akın & Weinel, 1982; Goldschmidt, 
2004; Gül 2018). 

The focused body of the work could 
be examined on the comparison between 
digital and analogue design media and 
tools. In terms of the types of design rep-
resentation, almost every other design 
tool has something different to offer to 
its users, summarized as follows:

First, the advantages of using ana-
logue design over digital design meth-
ods and tools in the conceptual design 
phase are stated by Gross & Do (1996); 
Aliakseyeu, Martens and Reuterberg 
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(2006). In the early phases of the archi-
tectural design process, expressing de-
sign ideas by using freehand sketches is 
the frequently preferred method for de-
signers.  Because using freehand sketch-
es provide speed, flexibility, ambiguity, 
and instinctive interaction with them. 
Additionally, the use of those tradi-
tional design methods and tools allows 
designers to reflect in action (Schon, 
2008) to make new connections, and 
re-interpret their design ideas, and fi-
nally formulate new solutions by fos-
tering creative thinking with ambiguity 
(Goel, 1995; Goldschmidt, 1991; Suwa, 
Purcell, & Gero, 1998). Sachse, Leinert 
and Hacker’s (2001) study on the effects 
of sketching on design problem solv-
ing shows that sketching improves the 
quality of design solutions, and reduces 
the overall time spent on design. Won 
(2001) studied cognitive visual think-
ing by comparing designers’ behavior 
in conventional and digital media and 
reported that even though designers’ 
cognitive behavior was much more 
complex while using computer me-
dia to generate concepts or ideas, they 
could generate more concepts while 
using conventional media than using 
computers. Although it was done in the 
context of graphical design, Stones and 
Cassidy’s study (2007) also showed that 
the paper-based sketching was proved 
to be a more productive environment 
for the exploration of design solutions 
than the digital environment. Here, the 
immediacy, speed and ambiguity of the 
used tools become particularly vital to 
facilitate design thinking. Thus, we con-
sider that the proposed systems for de-
sign activity should provide such speed, 
flexibility, and ease.

Second, several studies stated the ad-
vantages of simultaneously or sequen-
tially using both design environments 
(Chen, 2007; Ibrahim & Rahimian, 
2010; Shih, Sher, & Taylor, 2017). Even 
though, it was reported (Tang, Lee, & 
Gero, 2011) that using either environ-
ment would not make a difference in 
terms of cognitive activities of design-
ers, Chen (2007) suggested that the em-
ployment of analogue and digital media 
and tools simultaneously could foster a 
more productive design environment in 
terms of creative thinking and cognitive 
activities, and improve the quality of the 

design in the conceptual design process. 
Ibrahim and Rahimian (2010)  stated 
that the designers using both tradition-
al sketching and CAD modelling tools 
produced significantly higher quality 
design solutions, and spent less time on 
formulating design solutions compared 
to the subjects using either the analogue 
or CAD modelling tools. Shih et al. 
(2017) also reported that both analogue 
and digital design media and tools play 
very similar roles in design process.

Lastly, several studies addressed and 
challenged the established notion of 
necessity, and the superiority of using 
analogue design media and tools in the 
early stages of the design process over 
the use of digital design media and tools 
(Boeykens, Santana Quintero, & Neu-
ckermans, 2008; Reffat, 2007). During 
the design process, design ideas are rep-
resented in various scales. Using digital 
design media and tools in the design 
process make it possible for architects 
to work on a drawing in various scales 
without the need to reproduce the orig-
inal drawing from the scratch. In addi-
tion, digital design tools make it possi-
ble to create clear and understandable 
design documentation by eliminating 
imperfections resulted by working with 
analogue tools such as inconsistent 
drawing  quality, imprecise registration 
and low graphic quality (Mitchell & Mc-
Cullough, 1995). Apart from the flexi-
bility, detail and precision in the draft-
ing process, many current digital tools 
such as Rhino and AutoCAD also pro-
vide spatial comprehensibility by foster-
ing a suitable environment to evaluate 
design ideas from different viewpoints 
on the fly. Traditional architectural de-
sign methods and tools, albeit proven 
to be very effective in other facets of the 
design process throughout the time, are 
not considered as a suitable method to 
be used in the formation, evaluation 
and representation of complex forms 
(Lin, 2001). Studies show that students 
who were working with the Computer 
Aided Architectural Design (CAAD) 
tools had a better grasp of the quality of 
the internal spaces, on the contrary, stu-
dents who were working with the ana-
logue tools rarely explored their designs 
in 3D (Knight et al., 2005). Thus, think-
ing about CAD not only as a tool to 
produce technical drawings, but also as 
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the conceptual tool to develop new de-
sign ideas become very common (Sal-
man, Laing, & Conniff, 2008). In the 
conceptual design phase, employing 
digital media and tools also improves 
designers’ spatial cognition compared 
to using analogue media and tools (Ra-
himian & Ibrahim, 2011). In addition, 
some studies also shows that different 
digital design environments afford 
different types of ideation and design 
actions in relation to the tools in the 
environment (Gül, 2008, 2018). 

Based on above review and consider-
ing continuing advancements on tech-
nology, clearly the debate on the use of 
tools and technology on architecture 
would exist in future. There would be 
a constant need for research projects, 
which confront the established tools 
and technology with developing new 
systems that incorporate the strength 
of analogue design tools. With this idea 
in mind, an AR application that can 
augment its users’ ability to be able to 
create meaningful spatial layouts of 3D 
geometries as fast, easy, and intuitive as 
manipulating forms with the analogue 
tools is developed.

3. MimAR for conceptual 
architectural design 

Augmented reality is an advanced 
information technology that first de-
veloped by Sutherland (1968) and 
coined as “Augmented Reality” for 
the first time by Caudell and Mizell 
(1992). Even though AR technologies 
had been studied since the early 70’s, 
due to their reliance on technological 
advances in the hardware and soft-
ware, the progress on the AR research 
has been slow and limited. The recent 
advances in the computer technolo-
gies have made it possible for the end 
user to afford very powerful mobile 
devices with internal sensors. Azuma 
(1997; 2001) explained AR as a tech-
nology that makes it possible for an 
artificial image to be generated in the 
real environment while allowing both 
embedding the artificial image into 
real environment and interacting with 
it at the same time. The interaction 
with the system can be through intan-
gible gesture based (Ens et al., 2017; 
Funk, Kritzler, & Michahelles, 2017; 
Hürst & van Wezel, 2011) or with 

wearable display devices (Gruenefeld 
et al., 2017; Zimmer et al., 2017).

We argue that AR is beneficial to use 
in developing design support tools that 
could incorporate useful features of an-
alogue design media and tools such as 
flexibility, speed, intuition, and ambi-
guity in design. In addition, in the early 
stages of the architectural design pro-
cess, a fruitful design process in which 
designers define massing proposals and 
evaluate their spatial relationships could 
be performed by using the AR applica-
tion (Gül, 2018). MimAR allows users 
to work on and evaluate virtual 3D ge-
ometries that could be superimposed in 
a real-world environment. The inher-
ent ability of AR allows its users to be 
able to work with virtual objects within 
a physical environment providing a 
conceptual design environment where 
mostly ‘massing studies took place’ 
(Gül, 2017).  

The main aim is to develop a us-
er-friendly AR application for archi-
tects so that they could quickly learn 
how to operate the system and able to 
create mass design and evaluate it in 
the conceptual phase of architectural 
design through a mobile device. How-
ever, developing the MAR application 
with just architecture graduates in mind 
would mean excluding the tech friendly 
new generation of potential architects, a 
large group of people who are still in the 
process of completing their education. 
Therefore, it was decided to develop 
the MAR application for both nov-
ice and expert architects. Some of the 
basic operations of MimAR includes 
generating pre-defined 3D geometries, 
copying, deleting, moving, rotating, 
and scaling objects. Additionally, the 
MimAR makes it possible for its users 
to visually inspect the spatial layout 
and relationships of design mass in a 
fast, effective, and economical manner 
in a way that is motivating, fun and fa-
miliar for the users.         

       
3.1. Graphical user interface, 
application components, and 
interaction modes of MimAR 

A typical augmented reality system 
consists of four main components such 
as trackers, computational devices, 
display devices as outputs and lastly 
data input devices (Figure 1). Since it 
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is developed for smart mobile devices, 
MimAR uses the computational, dis-
play and data input capabilities of the 
smart mobile devices, given that the 
device meets the minimum system re-
quirements listed in the section 3.2. To 
be more precise, MimAR uses device’s 
camera to identify and track virtual 
objects in the physical environment; 
the touch screen to display virtual ob-
jects and to input data via the applica-
tion’s Graphical User Interface (GUI). 
In addition, QR based trackers are 
used to keep the computational load 
low and give users a physical anchor 
related to the virtual objects.     

The real world and the virtual ob-
jects can be seen through MimAR’s 
interface on the smart mobile device’s 
screen. To create geometries with Mi-
mAR, first, 4x4 cm QR trackers, which 
have the information required to vi-
sualize predefined 3D objects, such as 
the type, initial color, size, and orien-
tation, must be scanned through the 
camera of the mobile device. Virtual 
objects that are introduced to the scene 
could be further manipulated after us-
ers choose an interaction type. Users 
could choose either the virtual key-
board or touch screen gestures to use 
the application. After the interaction 
type is chosen, the sub-menu box that 
houses manipulation commands such 
as rotate, move, and scale, becomes 
visible. A relevant axis that the ma-
nipulation would be implemented on 
should also be selected after users se-
lect a manipulation command. When 
users are satisfied with the results of 
the manipulation a new action could 
be implemented on the selected object 
or users could select another object to 
manipulate (Figure 2).

The application “MimAR” provides 
its users the ability to visualize their 
massing proposals in different visual 
viewpoints as well. Additionally, it al-
lows users to inspect and evaluate their 
massing proposals in the real world 
with its familiar and intuitive interac-
tion methods and interface. MimAR’s 
GUI is designed to be visually as clear as 
possible in order to minimize the pos-
sible confusion and frustration that the 
users might feel while using the appli-
cation. MimAR’s GUI basically consists 
of an always-visible main menu ribbon 

Figure 1. Augmented reality system 
components (Adapted from (Wang, 
2009)).

Figure 2. Flowchart of the MimAR 
application.
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and a sub-menu box that only becomes 
visible when needed.  Commands such 
as select, create, modify, group and 
exit could be found on the main menu 
ribbon located at the top of the screen 
(Figure 3). The sub-menu box, which 
is invisible in its inactive state, is locat-
ed at the bottom of the screen. After 
users introduce a virtual object to the 
system and select it, the sub-menu box, 
in which commands that are related to 
the selected object such as interaction 
type, rotation, scale, and move could be 
found, becomes visible.

3.2. Hardware and software 
features of the application

“MimAR” was developed for smart 
mobile devices, which are known to be 
user friendly and economically reach-
able. The system requires a minimum 
Android 4.0 operating system with a 
functional back camera. During the 
usability studies, a smart mobile device 
that has a screen resolution of 1080x1920 
pixels, 5.0’ touch screen, a back camera 
with the resolution of 13.1 Megapixels, 
with Android 5.1.1 operating system 
was used. The AR application was de-
veloped by using the 2017.3.0f3 build 
of the Unity Game Engine with Vuforia 
add-on, which is widely used in the in-
dustry to develop 2D and 3D games and 
simulations. In addition, Visual Studio 
2015 Community Edition and C# pro-
gramming language was used to imple-
ment some of the behavioral features to 
GUI components and virtual objects.

4. The concept of usability and 
usability studies

The broader concept of usability is 
developed within the field of Human 
Computer Interaction. In order to eval-
uate systems, usability tests are generally 
implemented to applications to decide 
whether they meet certain requirements 
such as ease of use, user satisfaction, not 
having distracting components, keeping 
the users’ motivation and performance 
at a certain level. Participants of the us-
ability tests are expected to evaluate the 
system according to user experience 
and the results are usually collected via 
interviews or questionnaires. However, 
thorough observation of the partici-
pants’ actions and experience during 
the tests could also yield supplementary 
data for the researchers. The results of 
the usability tests and the insight gained 
from these experiments are used to 
make the necessary revisions to the de-
veloped systems. To find out a reliable 
method to evaluate the usability of the 
MimAR application, several tests are 
utilized with the participation of users 
with different levels of expertise.

A detailed literature review into the 
field of  human computer interaction 
shows that several evaluation methods 
were developed in various research 
projects over the years (Figure 4) such 
as Questionnaire for User Interface 
Satisfaction (Chin, Diehl, & Norman, 
1988), Software Usability Measure-
ment Inventory (Kirakowski & Corbett, 
1993), System Usability Scale (Brooke, 

Figure 3. Graphical user interface of the MimAR application.
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1996), Mobile Phone Usability Ques-
tionnaire (Ryu & Smith-Jackson, 2006), 
Handheld Augmented Reality Usabil-
ity Scale (Santos et al., 2015; Santos et 
al., 2014). These evaluation methods 
differ from each other by several as-
pects. First of all, most of the evalua-
tion methods have different number 
of questions ranging from 72 (Mobile 
Phone Usability Questionnaire (Ryu & 
Smith-Jackson, 2006)) to 3 (IBM’s After 
Scenario Questionnaire (Lewis, 1995)). 
Second of all, apart from SUS (System 
Usability Scale) (1996) and The Soft-
ware Usability Measurement Inventory 
(Kirakowski & Corbett, 1993) question-
naires, all of these questionnaires have 
explicitly defined categories such as; 
content; accuracy; ease of learning/use/
task completion; efficiency; system ca-
pability etc. In addition, most of the ear-
ly methods were specifically developed 
to evaluate only the software without 
any consideration given to capabilities 
of the hardware these systems operate 
on. Because around 1990’s when most 
of these methods were first developed, 
the hardware that these systems operat-
ed on were cumbersome and had sim-
ilar processing capacity. Users of those 
systems had limited options in terms of 
input, output, and display devices. For 
example, technological capabilities of 
the past made it possible for users to in-
teract with only mouse or keyboards as 
input methods and use stationary com-
puting and display devices.

Aforementioned methods are inves-
tigated in order to make an informed 
decision about choosing the right eval-
uation method to test MimAR and 
then, SUS and Handheld Augmented 
Reality Usability Scales (HARUS) are 
decided to be used within the scope of 
this research.

4.1. SUS and HARUS questionnaires: 
The why and the how?

The main goal for using these two 
methods to evaluate the usability of the 
Mobile Augmented Reality (MAR) ap-
plication is to ensure the reliability and 
validity of the application’s usability. 
In addition, comparing the overall re-
sults of the usability scores of the same 
application according to two different 
usability evaluation methods and re-
porting the differences (if any) would 
provide useful insight regarding us-
ability evaluation methods for future 
research projects. For example, an ap-
plication might get acceptable usability 
scores when it was tested with an eval-
uation method that has a generalized 
approach to usability. However, that re-
sult alone should not be considered as 
the absolute usability score of that ap-
plication. As mentioned at the begin-
ning of this section, usability depends 
on various aspects. Therefore, evaluat-
ing the application by using more than 
one method, and using methods that 
were able to isolate and evaluate var-
ious aspects of the application would 

Figure 4. Timeline of usability studies.
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be beneficial in getting a better idea 
about the usability of the application. 
Moreover, being able to identify which 
aspects of the application needs further 
improvement would be invaluable in 
the development process.  

One of the methods that was cho-
sen to be used in the evaluation of the 
application, SUS questionnaire, was 
formulated in the mid 90’s. Other than 
being the one of the earlier evaluation 
methods, SUS differs from the other 
evaluation methods by its scope and 
ease of application. On the other hand, 
HARUS questionnaire was developed 
specifically for evaluating mobile aug-
mented reality applications and, has 
sub-scales for evaluating the compre-
hensibility and manipulability of the 
applications. Getting similar results 
from both questionnaires would indi-
cate that the SUS, even though it was 
originally designed to evaluate soft-
ware that was much more basic com-
pared to HARUS questionnaire, could 
be used as an indicator of usability in 
research projects when time is an issue. 
Furthermore, utilizing an evaluation 
method such as HARUS, which offers 
valuable insight into different facets of 
the application i.e., comprehensibil-
ity and usability of the system, would 
made identifying problems easier. 

The data gathered from the results 
of the usability studies is planned to be 
used in the future development cycles 
of the application to pinpoint the nec-
essary areas that needs to be revised ac-
cording to the user’s feedback. The cy-
clical approach, where user’s feedback is 
integrated, is expected to be resulted in 
defining novel ways to the development 
of the AR based design tools. Sample 
questions from both HARUS and SUS 
questionnaires are shown in Table1.

Based on the recorded respons-
es of the participants to the SUS and 
HARUS questionnaires, the usabili-
ty scores of the application “MimAR” 

were calculated as instructed in the 
related studies (Brooke, 1996; Santos 
et al., 2015). An application’s usability 
score according to SUS questionnaire 
was calculated by first finding the con-
tribution value of every item on the 
questionnaire.  The contribution value 
of an item was found by subtracting 1 
from the scale value of an item when 
the item was the odd number in the 
questionnaire i.e., 1, 3, or 5. When the 
item has an even number, i.e., 2, 4 or 6, 
the contribution value of that number 
was found by subtracting the scale val-
ue of that item from 5. The final value 
of usability was found by multiplying 
the sum of contribution values by 2.5 
(see Equation 1). 

MimAR’s usability score according 
to HARUS questionnaire was calculat-
ed in a similar way. For positively stat-
ed questions, contribution score for the 
question was found by subtracting 1 
from user response. For the negatively 
stated questions the contribution score 
for the question was found by sub-
tracting the user response from 7. The 
overall HARUS score was calculated by 
dividing the sum of final scores from 
every question to the highest possible 
score of 48 and multiplying the result 
by 100 (see Equation 2).

The results of usability question-
naires could be used as a source to mea-
sure the overall usability of a system. 
Keeping in mind that the overall scores 
should not be taken as a definite sign of 
perfect user experience, an application’s 
SUS score should be between 0 to 100 

Table 1. Sample questions from the SUS and HARUS questionnaires.

Equation 1. SUS Calculation.                  
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points. Brooke (2013) also suggested 
that these results should not be inter-
preted as percentages just because SUS 
uses a margin between 0 and 100 points. 
SUS scores could be interpreted accord-
ing to acceptability ranges (Bangor, 
Kortum, & Miller, 2008), grading scales 
(Lewis & Sauro, 2018) or adjective rat-
ings (Bangor, Kortum, & Miller, 2009). 
Three classification types in acceptabil-
ity ranges could be explained as unac-
ceptable (below 50 points), marginal-
ly acceptable, which consists of a low 
(from 50 to 63 points) and a high end 
(from 63 to 70 points), and acceptable 
(from 70 points and above). SUS scores 
could also be interpreted by using grade 
scales. After analyzing data from 241 
industrial usability studies, Lewis and 
Sauro (2018) created a curved grading 
score that has 11 grades in which a SUS 
score of 68 is at the center of the range. 
A SUS score of 68 points seems critical 
because it is also close to the threshold 
where an application stops being con-
sidered as marginally acceptable and 
becomes acceptable. Furthermore, SUS 
scores between 80 to 90 points could be 
considered as an above average (better 
than acceptable) while scores above 90 
points are considered as the best. There-
fore, even though an application with a 
SUS score between 50 to 70 points could 
be considered as marginally acceptable, 
that means the application still needs 
further improvement.

4.2. Setup of the experiment
The convenience sampling (Creswell, 

2012) method was used as the sampling 
method for the usability studies that 
includes expert and novice designers 
(N:5). Having small number of partic-
ipants are common in user studies to 
run preliminary tests in the early stage 
of product development (Nielsen, 2012; 
Nielsen & Landauer, 1993). The usabil-
ity study was designed as having two 
groups of participants that differ from 
each other in terms of their experience 

to maintain the credibility of the study. 
Conducting the study with only expert 
designers would have resulted in getting 
high (biased) usability scores because of 
participants’ experience and familiar-
ity with CAD programs and concepts. 
Having both novice and expert design-
ers in the study would made it possible 
to determine if the expert designers’ 
expertise in design give them an advan-
tage over novice designers in terms of 
handling of the application. Additional-
ly, it would also be possible to identify 
any usability problems that users with 
different experience levels could en-
counter. 

In the beginning of the experiment, 
participants were given training about 
how to operate the AR application based 
on its two distinct interaction modes: 
the first one is virtual buttons and the 
second one is the gestures performed on 
touch screen. Later, they were asked to 
design the mass of a building. Once the 
task completed, participants were asked 
to answer both HARUS and SUS ques-
tionnaires to evaluate the system in or-
der to ensure the validity and reliability 
of these usability tests and to be able to 
compare them in the future for any in-
consistency (Table 1). Additionally, the 
duration of the tasks completion times, 
error rates and the number of task resets 
were also noted and recorded with the 
audiovisual devices to obtain the quan-
titative data during the tests.

The first part of the usability study 
consisted of several modelling tasks 
such as, manipulating the virtual ob-
ject by implementing translation, 
scale, and transformation operations. 
The modelling tasks could be classi-
fied from the easiest to hardest, such as 
translation, scale, and transformation 
operations. Later, available interaction 
modes and selection operations have 
been practiced to try out the differ-
ent features of the application. There 
was no time limitation set during the 
experiment, and the participant was 
allowed to start, stop, resume, or fin-
ish the tasks at any given time. After 
this introduction, the design brief was 
given to the participants who were re-
minded the focus of the study, that is 
the interaction with the application’s 
interface and not their ability to design 
or the quality of their proposed design 

Equation 2. HARUS Calculation.
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solution. The participants of the study 
were given site plan and brief and 
asked to develop massing design solu-
tions for a mix-use communal space 
that would be situated in an area sur-
rounded by artificial lakes and dense 
foliage, single-family houses and a 
house complex consisting of row hous-
es. The communal space was expected 
to have a restaurant, which has closed 
and semi-open spaces, multi-purpose 
studios and a gallery space that would 
be used for exhibitions. 

Experiments were conducted in a 
confined space that has optimal artifi-
cial lighting. Participants used a desk 
as a workspace and other necessary 
equipment such as the site plan, the 
brief, QR trackers, drawing paper, rul-
ers, and pens/pencils. Researcher was 
present at all times as an observer in 
every session, and each session was 
recorded with an audio-visual record-
ing device for future reference. The 
setup of the experiment can be seen in 
Figure 5.

4.3. Experiment with an expert 
architect

The expert participant has a PhD 
degree in architecture, considerable 
experience with the smart mobile 
devices, knowledge in information 
technology concepts and CAD tools. 
The expert was asked to complete the 
design tasks by using both interaction 
methods, respectively: interacting 
with the virtual objects by using vir-
tual buttons as a data input mode and 
interacting with the virtual objects by 
using touch screen gestures (Figure 6). 
Then, the expert architect completed 
the HARUS and SUS questionnaires.

The result of the SUS question-
naire with the expert user shows that 

the interaction mode with the virtual 
buttons (87.5) was scored higher than 
the interaction mode with the touch 
screen gestures (40). When the appli-
cation was evaluated using the HA-
RUS, a similar tendency in results was 
also recorded: the interaction mode 
with the virtual buttons (85.41) was 
scored higher than the interaction 
mode with the touch screen gestures 
(68.74) (as shown in Figure 7). The 
supplementary data that was collect-
ed during the experiment also showed 
that the expert’s satisfaction declined 
drastically when the gesture-based in-
teraction mode was used. The reason 
for the expert’s dissatisfaction could 
be due to the several object selection 
problems that the expert designer 
encountered in touch-screen gesture 
mode which increased the expert’s 
task completion time.  

MimAR was rated with high scores 

Figure 6. Still images from the usability study conducted with the expert user.

Figure 5. Setup of the experiment.
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on both HARUS (85.41) and the SUS 
(87.5) questionnaires while the virtu-
al buttons were used as an interaction 
mode. The application was evaluated 
with more than one evaluation method 
in order to increase the reliability of the 
chosen methods by comparing those 
results. As the application was rated 
with such high scores when either of 
the evaluation methods was used, Mi-
mAR could be considered better than 
acceptable in terms of usability.

4.4. Experiment with novice 
architectural design students 

The second usability study was car-
ried out with the participation of the 
four first year architecture students at 
the X University, Department of Ar-
chitecture. The participants, in this 
case consisted of novice designers, 
were asked to develop design alterna-
tives to a massing design problem us-
ing the AR application. Similar to the 
expert study, with the completion of 

Figure 7. SUS and HARUS scores of the expert user.

Figure 8. Still images from the usability study conducted with the novice users.
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each design session, the participants 
were expected to evaluate the per-
ceived usability of the application, as 
shown in Figure 8.

The result of the second user study 
showed that mean HARUS score was 
62.8 points, and the mean SUS score 
was 55.6 points (Figure 9). Based on 
HARUS scores the results show that the 
mean score of the usability of the appli-
cation was higher than the mean score 
of the comprehensibility of the applica-
tion. Some of the participants reported 
when they first started to use the appli-
cation it felt a little overwhelming to use 
it. They mentioned that it was because 
of the pressure they feel about using the 
application successfully. However, they 
concluded that the feeling dissipates 
after a couple of minutes of using the 
application. In addition, one participant 
reported heating and battery life prob-
lems about the hardware at the end of a 
session. Nevertheless, it was expected to 
encounter some hardware related heat-
ing problems after back-to-back exper-
iment sessions. In order to increase the 
understandability of the application and 
to cater the needs of the novice students, 
several upgrades were planned for the 
next iteration of the application.

5. Discussion and the conclusion
In this paper, the results of an exper-

iment that was conducted to investi-
gate the usability of an AR application, 
which was developed as a part of an 

ongoing PhD study at the X Univer-
sity, is presented. SUS, the older nev-
ertheless a faster method to evaluate 
usability, and HARUS, relatively recent 
and more device-oriented method, 
were chosen as the usability evaluation 
methods.

Bai et al. (2013) and Hurst and Van 
Wezel (2013) mentioned the fun factor 
that the participants experienced while 
exploring the geometry with gesture 
based interaction modes. This might 
be the reason why the current research 
into the interaction modes in AR ap-
plications are shifting towards interac-
tions made with gestures. However, the 
usability study with the expert partici-
pant demonstrates that a more precise 
mode of interaction is still preferred 
for completing certain tasks efficiently 
in the AR environment. 

For the intents and purposes of this 
study, the advantages of using ges-
ture-based interaction do not outweigh 
the disadvantages such as the require-
ment of high computing power, high 
power consumption (Hegde et al., 
2016), high monetary and time cost of 
respectively device and development. 
The results of the usability study with 
the expert user show that the usability of 
the application is rated with high scores 
in both SUS and HARUS questionnaires 
while the expert user is using the virtual 
keypad. According to the results of the 
HARUS questionnaire, while the com-
prehensibility of the system is scored 

Figure 9. SUS and HARUS scores of novice users.
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similarly with both interaction modes, 
the usability score of the application 
is scored considerably lower when the 
touch screen gestures are used as an 
interaction mode. In addition, the sup-
plementary data suggest that the expert 
user’s usability ratings and satisfaction 
with the application decrease as the task 
completion time is increased while us-
ing gesture-based interaction mode.

Despite the gesture-based AR inter-
faces’ rising popularity, an interaction 
mode that utilizes device’s touch screen 
still seems like the better choice for an 
effective MAR application for design 
purposes. Moreover, it is evident in the 
usability study with the expert user that 
the gesture-based interaction mode has 
low accuracy (Hürst & Van Wezel, 2013) 
and does not provide the precision that 
the users need in a design activity as Gül 
(2018) also suggested. The results of the 
usability study also supports Henrysson 
et al.’s findings (2007) as the application 
has acceptable usability scores when 
evaluated with both SUS and HARUS 
methods while an expert is using the 
application with the virtual keypad as 
an interaction method.   

The usability study conducted with 
the novice users resulted in confirming 
two points: the first one regarding the 
reliability and the validity of the cho-
sen evaluation methods, and the second 
one regarding the possible differences 
between expert and novice users. Both 
novice and expert usability studies 
showed the application was scored with 
similar scores regardless of the evalua-
tion method.  Therefore, it can be said 
that the chosen evaluation methods are 
proved to be consistent and could be 
safely used to evaluate the usability of 
an AR application. 

As mentioned before in the previous 
sections, potential users of the MimAR 
are identified as architects. Therefore, 
conducting this experiment with archi-
tects who have certain expertise would 
have been a valid choice. However, this 
choice would have been resulted in ex-
cluding novice users (architecture stu-
dents), who could have benefitted from 
this study as much as the expert users. 
In addition, it was assumed that the ex-
pert users’ experience with digital me-
dia and CAD tools and their knowledge 
regarding some of the concepts and 

terms used in the development of the 
MAR application might give them an 
advantage in using the application over 
novice users. Furthermore, expert users 
could have found the application famil-
iar and easy to use and evaluated the 
application’s usability accordingly. Thus, 
results of the study might have been bi-
ased. Therefore, it was decided to con-
duct the experiment with participants 
who have different levels of experience 
to increase the credibility of the study 
and underline the possible differences 
between users by comparing expert and 
novice users’ evaluations regarding the 
MAR application’s usability.

According to Dünser and Billing-
hurst (2011) knowing the potential us-
ers, their expectations and understand-
ing of a system is one of the key factors 
in developing and evaluating a system 
as smooth as possible. Because the dif-
ferences between users’ characteris-
tics are directly related to the various 
ways they interact with those systems 
(Preece, Rogers, & Sharp, 2015). Even 
though identifying MimAR’s potential 
users and their unique traits signifi-
cantly helped in development process, 
developing a MAR application for more 
than one group of users with different 
characteristics such as varying levels of 
experience presented its own challeng-
es. First of all, developing MimAR in a 
way that even users that have limited 
exposure to digital media and other 
3D drawing and modelling tools could 
easily use, was a laborious undertak-
ing. Secondly, because MimAR’s user 
base consists of architects with varying 
experience degrees, these users’ under-
standing of the MAR application and 
the way they interact with it also varies. 
Therefore, in order to cater to the needs 
of every user and be able to provide an 
acceptable user experience across the 
board, even though it took more time in 
the development phase, MimAR is de-
veloped by considering both novice and 
expert users’ expectations.

The results of the usability study un-
derline the difference between the nov-
ice and expert users’ evaluations of the 
same system. The results of the com-
prehensibility sub-scale of the HARUS 
questionnaire shows that the novice 
users rated the application’s compre-
hensibility considerably lower than the 
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expert user. That means novice users are 
not adequately familiar with some of the 
concepts and terms used in MimAR as 
much as expert users.

It was assumed that conducting the 
study with only expert users might 
lead to biased results. The comparison 
of the results of expert and novice us-
ers showed that expert’s HARUS (85,4 
points) and SUS scores (87,5 points) are 
indeed much higher than the mean HA-
RUS (62,7 points) and SUS (55,6 points) 
scores of novice users. Moreover, nov-
ice users’ mean comprehensibility score 
(59,9 points) clearly demonstrates that 
understanding the application had more 
effect on the overall usability score of 
MimAR than being able to use it. Based 
on these results, it was demonstrated 
that experts’ experience and familiari-
ty give them an advantage in using the 
application over novice users. In addi-
tion, the results show that if the exper-
iment were conducted with just expert 
users, the results of the usability study 
would have been much higher. Further-
more, it would not be possible to report 
that the novice users might encounter 
more problems than the experts and 
issues related to the comprehensibility 
of the application were needed to be 
addressed. These results also supports 
that the users’ satisfaction with the AR 
applications are depended on the users’ 
knowledge as Xue Sharma and Wild 
(2019) suggested. While the expert us-
er’s familiarity with the computer aided 
design tools and the IT concepts might 
have a role in this result, other variables 
that might affect this outcome should 
be further investigated within a larger 
population of expert users. Apart from 
one participant’s scores and the com-
prehensibility problems, the results of 
the usability study conducted with the 
novice users showed that the usabili-
ty of the application is scored close to 
the acceptable threshold of 68 points. 
In conclusion, the results of the novice 
study showed although the novice us-
ers enjoyed the overall experience, the 
comprehensibility of the application is 
needed to be increased for novice users 
to effectively use the application. 

The results of the study showed that 
even though the usability of the appli-
cation could be considered above the 
acceptable threshold, revising some 

aspects of the application could in-
crease the overall comprehensibility of 
the application. Revising the graphical 
user interface in terms of readability 
and integrating a more understandable 
user feedback module that could pro-
vide clear on-screen text messages, were 
identified as the most useful improve-
ments that could increase the usability 
of the application. We believe that the 
conclusions drawn from the results of 
this study would be beneficial for re-
searchers working on the development 
of the MAR applications for design 
activities. Especially getting insight re-
garding reliable evaluation methods for 
an application based on empirical data 
and user feedback might prove invalu-
able in the development cycle of these 
kind of MAR applications.
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